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ABSTRACT

The conjugate gradient method (CGM) is applied in an inverse fin design problem in estimating the optimum shapes for the non-Fourier spine and longitudinal fins based on the desired fin efficiency and fin volume at the specified time. One of the advantages in using CGM in the inverse design problem lies in that it can handle problems having a huge number of design parameters easily and converges very fast.

The validity of using CGM in solving the present inverse design problem is justified by performing the numerical experiments. Several test cases involving different design fin efficiency, design fin volume, specified time and relaxation time are considered and examined. Results show that CGM can be utilized successfully in determining the optimum shape of the non-Fourier spine and longitudinal fins.

NOMENCLATURE

\( \bar{A} \) : cross-section area 
\( B_{i1}, B_{i2} \) : Biot number 
\( h_{1}, h_{2} \) : convective heat transfer coefficient 
\( J \) : functional defined by equation (3) 
\( J' \) : gradient of functional defined by equation (17) 
\( k \) : thermal conductivity 
\( L \) : reference length 
\( p \) : perimeter of fin 
\( q \) : actual heat transfer rate through fin 
\( Q \) : ideal heat transfer rate through fin 
\( r(x,t_s) \) : fin radius for spine fins and fin thickness for longitudinal fins 
\( t \) : dimensional time 
\( T \) : dimensional temperature 
\( v(r,t_s) \) : estimated fin volume 
\( V \) : given fin volume 
\( w \) : fin width
**Greeks**

\( \beta \) : search step size
\( \gamma \) : conjugate coefficient
\( \theta(x,t) \) : estimated dimensionless temperature
\( \Delta \theta(x,t) \) : sensitivity function defined by equation (8)
\( \Omega \) : computational domain
\( \lambda(x,t) \) : Lagrange multiplier defined by equation (15)
\( \delta(\bullet) \) : Dirac delta function
\( \eta \) : estimated fin efficiency
\( \Phi \) : desired fin efficiency
\( \varepsilon \) : convergence criteria
\( \tau \) : dimensional relaxation time

**Superscript**

\( n \) : iteration index
\( _\_ \) : dimensional quantities

**I. INTRODUCTION**

One of the main goals in designing the modern thermal systems is the achievement of more compact and efficient heat exchangers. This requires employing the finned surfaces to the systems to enhance the heat transfer. Finned surfaces have been in use over a long period of time for dissipation of heat by convection or by radiation. Applications for finned surfaces are widely seen in air-conditioning, refrigeration, cryogenics and many cooling systems in industrial. Many works have been done in improving the design of the fins.

The design criterion of fins is different for various applications, but the primary concern is the fin volume (or weight) and fin efficiency. It is highly desirable to optimize the shape of fins based on these two constraints. The optimum dimensions for fin with the maximum (or desired) fin efficiency must be justified under the condition of fixed volume of the fin.
Numerous studies have been conducted to optimize the dimensions of spine and longitudinal fins of various profiles subject to convection. A review on extended surfaces over six decades is available in the work by Kraus (1988). Aziz (1992) has published a survey article where the optimum dimensions of straight fins, annular fins and spines of different profiles with many numerical examples are included. For pure conducting fins, a criterion for optimum shape was proposed by Schmidt (1926) using the principle of a constant heat flux. Duffin (1959) confirmed later the results by using a variational method. In their studies, the fin profile is calculated as a parabola and has a zero thickness at the outer edge. An optimum shape of purely radiating fin was obtained by Wilkins (1960, 1960) for a variety of geometries. For convective and radiative fins, Kern and Kraus (1972) have presented a thorough study of the optimum design of finned surfaces.

Razelos (1983) and Chung (1983) have independently presented the optimum dimensions of convective pin fin with cylindrical, conical, concave parabolic and convex parabolic profiles. Chung and Iyer (1993) used an integral approach to determine the optimum dimensions for rectangular longitudinal fins and cylindrical pin fins. Yeh (1996) used the Lagrange's multiplier method to find the optimum dimensions of longitudinal rectangular and cylindrical pin fins. Recently, Huang and Hsiao (2003) applied the conjugate gradient method (CGM) in an inverse fin design problem to find the optimum shape of the longitudinal and spine fins with constant thermal properties. Later, the non-linear thermal properties were considered in the fin design problem by the same authors (2003).

In all the above references the optimum shape of fins are determined based on either minimum weight or maximum heat transfer rate through fin base or optimum (or desired) fin efficiency for some specified fin volume using Fourier model. The applications for non-Fourier fin design problems are rarely discussed.

With advances in micro-fabrication technology, the micro-heat exchangers are of interest in many engineering applications, such as cooling of electronic chips and cryocoolers using helium II. For such a situation, phenomena with the finite thermal
propagation speed might be important for the thermal analysis of the extended surface in the micro-heat exchangers.

Lin (1998) proposed a hybrid application of the Laplace transform and control volume methods in determining the non-Fourier fins performance under periodic thermal conditions. Results show that the effects of the thermal relaxation time on the fin performance are significant for a short time after the initial transient. This is the so-called direct non-Fourier fin problems. It should be noted that the discussions for thermal behaviors for the direct non-Fourier fin problems are still limited in the open literature, not to mention the non-Fourier fin design problems. Therefore, the purpose of this work is to develop a design algorithm using the conjugate gradient method to estimate the optimum shapes of the non-Fourier spine and longitudinal fins.

Various inverse algorithms have been applied to many different engineering practical applications. Hon and Wei (2005) applied an effective meshless and integration-free method for the numerical solution of multidimensional inverse heat conduction problems. Liu (2006) derived the first-order and second-order one-step GPS applied to the estimation of thermophysical properties. Liu et al. (2007) constructed a closed-form estimation method for the inverse thermal problems of estimating the spatial-dependent thermophysical parameters.

Moreover, the conjugate gradient algorithm has also been applied successfully in many inverse problems. Chao et al. (2001) used the CGM to determine the unknown traction of a cracked elastic body. Huang and Kim (2005) also used CGM to estimate the time-dependent reaction coefficient in an autocatalytic reaction pathway. Huang and Lo (2006) utilized the CGM in a three-dimensional inverse problem in estimating the internal heat flux of housing for high speed motors.

For the inverse design problem, it has been utilized to determine the optimum shape of cooling passages for turbine blade [Huang and Hsiung, (1999)] and optimum spine and longitudinal fin shapes for Fourier model [Huang and Hsiao, (2003)]. In this paper we addressed the developments of CGM for estimating optimum shapes of the non-Fourier spine and longitudinal fins at some specified times based on optimum (or
desired) fin efficiency and desired fin volume. Moreover, the influence of Biot number on the optimum fin shape will also be discussed.

The CGM derives from perturbation principle, and transforms the inverse design problem to the solution of three problems, namely, the direct problem, the sensitivity problem and the adjoint problem. This method will be discussed in detail in the next few sections.

II. THE DIRECT PROBLEM

To illustrate the methodology for developing expressions for use in designing the optimum shape for the non-Fourier spine and longitudinal fins based on the desired fin efficiency and fin volume at the specified time $\bar{t}_s$, we consider the following fin design problem.

The mathematical formulation of this non-Fourier fin problem in dimensional form is given by:

$$
\frac{d}{dx} \left[ \bar{A}(\bar{x},\bar{t}_s) \frac{d\bar{T}}{d\bar{x}} \right] - \frac{\bar{h}_1\bar{p}(\bar{x},\bar{t}_s)}{k}(\bar{T} - \bar{T}_\infty) - \frac{\bar{h}_1\bar{p}(\bar{x},\bar{t}_s)}{k} \frac{\partial}{\partial \bar{t}}(\bar{T} - \bar{T}_\infty)
$$

$$
= \frac{\bar{\rho}\bar{C}\bar{A}(\bar{x},\bar{t}_s)}{k} \frac{\partial \bar{T}}{\partial \bar{t}} + \frac{\bar{\rho}\bar{C}\tau\bar{A}(\bar{x},\bar{t}_s)}{k} \frac{\partial^2 \bar{T}}{\partial \bar{t}^2} ; \text{in } 0 < \bar{x} < \bar{L}
$$

$$
\bar{T} = \bar{T}_b ; \text{ at } \bar{x} = 0
$$

$$
\bar{k} \frac{d\bar{T}}{d\bar{x}} + \bar{h}_2 \bar{T} = \bar{h}_2 \bar{T}_\infty ; \text{ at } \bar{x} = \bar{L}
$$

$$
\bar{T} = 0 ; \text{ at } \bar{t} = 0
$$

$$
\frac{d\bar{T}}{d\bar{t}} = 0 ; \text{ at } \bar{t} = 0
$$

here the over bar “-“ represents dimensional quantities.

$\bar{A}(\bar{x},\bar{t}_s)$ and $\bar{p}(\bar{x},\bar{t}_s)$ represent the cross-section area and perimeter of fin at the specified time $\bar{t}_s$; $\bar{k}$, $\bar{\rho}$ and $\bar{C}$ are the thermal conductivity, density and heat capacity of fin, respectively, and $\tau$ is the relaxation time. $\bar{T}_b$ and $\bar{T}_\infty$ are the fin base temperatures at $\bar{x} = 0$ and ambient temperature, respectively. $\bar{h}_1$ and $\bar{h}_2$ are the heat transfer coefficients on fin surface and fin tip $\bar{x} = \bar{L}$, respectively. For spine fins $\bar{A}(\bar{x},\bar{t}_s) = \pi\bar{r}(\bar{x},\bar{t}_s)^2$ and $\bar{p}(\bar{x},\bar{t}_s) = 2\pi\bar{r}(\bar{x},\bar{t}_s)$, and $\bar{r}(\bar{x},\bar{t}_s)$ represents fin radius. For
longitudinal fins $\bar{A}(x, t_s) = \bar{r}(x, t_s) \times \bar{w}$ and $\bar{p}(x, t_s) \approx 2\bar{w}$ (assuming $\bar{r}(x, t_s) \ll \bar{w}$), and $\bar{p}(x, t_s)$ represents fin thickness. Here $\bar{w}$ is the width of longitudinal fins.

If the following dimensionless quantities are defined

$$
\theta = \frac{T - T_{\infty}}{T_b - T_{\infty}}; \quad x = \frac{x}{L}; \quad r = \frac{r}{L}; \quad Bi_1 = \frac{h_1 L}{k}; \quad Bi_2 = \frac{h_2 L}{k}; \quad w = \frac{\bar{w}}{L}; \quad t = \frac{k \tau}{\bar{p} C L^2};
$$

The dimensionless non-Fourier fin equation can be obtained as

$$
\frac{\partial}{\partial x} \left[ F_1(x, t_s) \frac{\partial \theta(x, t)}{\partial x} \right] - 2F_2(x, t_s) B_i \theta = F_3(x, t_s) \frac{\partial \theta}{\partial t} + F_4(x, t_s) \frac{\partial^2 \theta}{\partial t^2}
$$

(2a)

$$
\theta = 1; \quad \text{at } x = 0
$$

(2b)

$$
\frac{d \theta}{d x} + Bi_2 \theta = 0; \quad \text{at } x = 1
$$

(2c)

$$
\theta = 0; \quad \text{at } t = 0
$$

(2d)

$$
\frac{\partial \theta}{\partial t} = 0; \quad \text{at } t = 0
$$

(2e)

For spine fins: $F_1(x, t_s) = r(x, t_s)^2$, $F_2(x, t_s) = r(x, t_s)$, $F_3(x, t_s) = r(x, t_s)^2 + 2B_i \tau r(x, t_s)$ and $F_4(x, t_s) = \tau r(x, t_s)^2$. For longitudinal fins: $F_1(x, t_s) = r(x, t_s)$, $F_2(x, t_s) = 1.0$, $F_3(x, t_s) = r(x, t_s)^2 + 2B_i \tau$ and $F_4(x, t_s) = \tau r(x, t_s)$. Figures 1a and 1b illustrate the dimensionless geometry for the spine and longitudinal fins considered here.

The direct problem considered here is concerned with the determination of the temperature distribution of non-Fourier fin and its efficiency at the specified time $t_s$ when the shape of fin and the boundary conditions at both boundaries are known and given.

### III. THE INVERSE DESIGN PROBLEM

For the inverse design problem, the shape of fin, i.e. $r(x, t_s)$, is regarded as being unknown, but everything else in equation (2) is known. In addition, desired fin efficiency at the specified time and desired fin volume are given.

The solution of the present inverse design problem is to be obtained in such a way that the following functional is minimized:

$$
J(r, t_s) = [q(r, t_s) - \Phi Q(r, t_s)]^2 + \alpha [v(r, t_s) - V]^2
$$

(3)
Where \( q(r,t_s) \) and \( Q(r,t_s) \) are the actual (or estimated) and ideal heat transfer rate of fin at the specified time \( t_s \), respectively. \( v(r,t) \) and \( V \) represent the estimated and desired (or given) fin volume. \( \Phi \) is the desired fin efficiency and \( \alpha \) is the weighting coefficient.

The first and second terms on the right hand side are the square of the deviation between the actual and desired heat transfer rate through fin and the deviation between the estimated and desired fin volume, respectively.

If the value of functional \( J(r,t_s) \) is less than the specified stopping criterion \( \varepsilon \), stop the iterative process and the optimal shape of fins is obtained, otherwise, continue the iteration until the stopping criterion is satisfied.

Here \( q = \frac{\bar{q}}{q_{ref}} \), \( Q = \frac{\bar{Q}}{Q_{ref}} \) and \( v = \frac{\bar{v}}{v_{ref}} \) are defined and the reference quantities are given as

\[
\bar{q}_{ref} = \bar{h}_1 \bar{L}^2 (\bar{T}_b - \bar{T}_x) \tag{4a}
\]

\[
\bar{v}_{ref} = \bar{L}^3 \tag{4b}
\]

For spine fins we have

\[
\bar{q}(\tau, \xi) = \int_{\xi=0}^{\Gamma} \bar{h}_1 [2 \pi \bar{r}(\xi, \xi_s)] (\bar{T}(\tau, \xi_s) - \bar{T}_x) d\xi \tag{5a}
\]

\[
\bar{Q}(\tau, \xi_s) = \int_{\xi=0}^{\Gamma} \bar{h}_1 [2 \pi \bar{r}(\xi, \xi_s)] (\bar{T}_b - \bar{T}_x) d\xi \tag{5b}
\]

\[
\bar{v} = \int_{\xi=0}^{\Gamma} \pi \bar{r}(\xi, \xi_s)^2 d\xi \tag{5c}
\]

thus the dimensionless quantities for \( q, Q \) and \( v \) can be obtained as

\[
q = \int_{t=0}^{t_f} \int_{x=0}^{1} 2 \pi \bar{r}(x,t) \delta(t-t_s) dx dt \tag{5d}
\]

\[
Q = \int_{t=0}^{t_f} \int_{x=0}^{1} 2 \pi \bar{r}(x,t) \delta(t-t_s) dx dt \tag{5e}
\]

\[
v = \int_{t=0}^{t_f} \int_{x=0}^{1} \pi \bar{r}(x,t)^2 \delta(t-t_s) dx dt \tag{5f}
\]

For longitudinal fins, we assumed \( \pi(x,\xi_s) \ll \bar{w} \) and obtained
The inverse design problem for non-Fourier fins can now be stated as follows: by utilizing the above mentioned functional \( J[r(x,t_s)] \), estimate the optimum shape of the fins, i.e. \( r(x,t_s) \), such that the actual (or estimated) heat transfer rate of fin \( q \) approaches to \( \Phi Q \) and the estimated fin volume \( v \) approaches to the desired fin volume \( V \) at the specified time \( t_s \).

The conjugate gradient method has the ability in optimizing the above non-Fourier fin design problem and will be discussed in detail in the next few sections.

**IV. CONJUGATE GRADIENT METHOD FOR MINIMIZATION**

The following iterative process based on CGM [Alifanov, (1994)] is now used for the estimation of the unknown fin shape \( r(x,t_s) \) by minimizing the functional \( J[r(x,t_s)] \).

\[
r^{n+1}(x,t_s) = r^n(x,t_s) - \beta^n p^n(x,t_s) \tag{7a}
\]

Here \( \beta^n \) is the search step size in going from iteration \( n \) to iteration \( n+1 \) and \( p^n(x,t_s) \) is the direction of descent (i.e. search direction) given by

\[
p^n(x,t_s) = J^n(x,t_s) + \gamma^n p^{n-1}(x,t_s) \tag{7b}
\]

which is a conjugation of the gradient in the outward normal direction \( J^n(x,t_s) \) at iteration \( n \) and the direction of descent \( p^{n-1}(x,t_s) \) at iteration \( n-1 \). The conjugate coefficient is defined as [Alifanov, (1994)]:
\[ \gamma^n = \frac{1}{x=0} \frac{1}{\int (J'^n)^2 \, dx} ; \quad \text{with } \gamma^0 = 0 \]  

(7c)

It is noted that when \( \gamma^n = 0 \) for any \( n \), the direction of descent \( p^n(x,t_s) \) becomes the gradient direction in equation (7b), i.e. the Steepest Descent Method (SDM) is obtained. The convergence of the above iterative procedure in minimizing the functional \( J \) is guaranteed in [Lasdon et al, (1967)].

To perform the iterations according to equation (7a), a step size \( \beta^n \) and the gradient of the functional \( J^n(x,t_s) \) need to be computed. In order to develop expressions for the determination of these two quantities, a "sensitivity problem" and an "adjoint problem" are constructed as described below.

V. SENSITIVITY PROBLEM AND SEARCH STEP SIZE

The sensitivity problem is obtained from the original direct problem defined by equation (2) in the following manner: It is assumed that when \( r(x,t_s) \) undergoes a variation \( \Delta r(x,t_s) \), \( \theta(x,t_s) \) is perturbed by \( \Delta \theta(x,t_s) \). Then replacing in the direct problem \( r(x,t_s) \) by \( r(x,t_s)+\Delta r(x,t_s) \) and \( \theta(x,t_s) \) by \( \theta(x,t_s)+\Delta \theta(x,t_s) \), subtracting the resulting expressions from the direct problem and neglecting the second-order terms, the following sensitivity problem for the sensitivity function \( \Delta \theta(x,t_s) \) is obtained.

\[ \frac{\partial}{\partial x} [F_5(x,t_s) \frac{\partial \Delta \theta}{\partial x}] + \frac{\partial}{\partial x} [F_6(x,t_s) \frac{\partial \theta}{\partial x}] = 2B_{11} [F_7(x,t_s) \Delta \theta + F_8(x,t_s) \theta] \]

\[ + F_9(x,t_s) \frac{\partial \theta}{\partial t} + F_{10}(x,t_s) \frac{\partial \Delta \theta}{\partial t} + F_{11}(x,t_s) \frac{\partial^2 \theta}{\partial t^2} + F_{12}(x,t_s) \frac{\partial^2 \Delta \theta}{\partial t^2} \]

\[ \Delta \theta = 0 \quad \text{at } x = 0 \]  

(8a)

\[ \frac{d \Delta \theta}{dx} + B_{12} \Delta \theta = 0 \quad \text{at } x = 1 \]  

(8b)

\[ \Delta \theta = 0 \quad \text{at } t=0 \]  

(8c)

\[ \frac{\partial \Delta \theta}{\partial t} = 0 \quad \text{at } t=0 \]  

(8d)

\[ \frac{\partial \Delta \theta}{\partial t} = 0 \quad \text{at } t=0 \]  

(8e)

For spine fins: \( F_2(x,t_s) = r(x,t_s)^2 \), \( F_6(x,t_s) = 2r(x,t_s)\Delta r(x,t_s) \), \( F_7(x,t_s) = r(x,t_s) \), \( F_8(x,t_s) = \Delta r(x,t_s) \), \( F_9(x,t_s) = 2\tau B_{1} \Delta r(x,t_s) + 2r(x,t_s) \Delta r(x,t_s) \), \( F_{10}(x,t_s) = r(x,t_s)^2 + 2B_{1} \tau r(x,t_s) \), \( F_{11}(x,t_s) = 2\tau r(x,t_s) \Delta r(x,t_s) \) and \( F_{12}(x,t_s) = \tau r(x,t_s)^2 \). For longitudinal fins:
F_5(x,t_s) = r(x,t_s), F_6(x,t_s) = r(x,t_s) + 2B_1(\tau), F_7(x,t_s) = \tau r(x,t_s) and F_8(x,t_s) = 2r(x,t_s).

The functional J(r^{n+1},t_s) for iteration n+1 is obtained by rewriting equation (3) as

\[ J(r^{n+1},t_s) = \frac{1}{2} \left( q(r^n - \beta^n p^n,t_s) - \Phi Q(r^n - \beta^n p^n,t_s) \right)^2 + \alpha (v(r^n - \beta^n p^n,t_s) - V)^2 \]  

(9a)

where we replaced r^{n+1} by the expression given by equation (7a). If the terms q(r^n - \beta^n p^n,t_s), Q(r^n - \beta^n p^n,t_s) and v(r^n - \beta^n p^n,t_s) are linearized by a Taylor expansion, equation (9a) takes the form

\[ J(r^{n+1},t_s) = \frac{1}{2} \left( \Delta q - \beta^n \Delta p^n - \Phi \Delta Q \right)^2 + \alpha (\Delta v - \beta^n \Delta v)^2 \]  

(9b)

Here the expressions for \Delta q, \Delta Q and \Delta v can be obtained by using \Delta q = r(r^{n+1},t_s) - r^n, \Delta Q = Q(r^{n+1},t_s) - Q^n and \Delta v = v(r^{n+1},t_s) - v^n and neglecting the high order terms. Eventually, for spine fins we have

\[ \Delta q = \int_{t=0}^{t_f} \int_{x=0}^{1} 2\pi (r\Delta \theta + 0\Delta r) \delta(t-t_s) dx dt \]  

(10a)

\[ \Delta Q = \int_{t=0}^{t_f} \int_{x=0}^{1} 2\pi \Delta r \delta(t-t_s) dx dt \]  

(10b)

\[ \Delta v = \int_{t=0}^{t_f} \int_{x=0}^{1} 2\pi \Delta r \delta(t-t_s) dx dt \]  

(10c)

for longitudinal fins we have

\[ \Delta q = \int_{t=0}^{t_f} \int_{x=0}^{1} 2w\Delta \theta \delta(t-t_s) dx dt \]  

(11a)

\[ \Delta Q = 0 \]  

(11b)

\[ \Delta v = \int_{t=0}^{t_f} \int_{x=0}^{1} w\Delta r \delta(t-t_s) dx dt \]  

(11c)

The sensitivity function \Delta \theta(x,t) is taken as the solutions of problem (8) by letting \Delta r = P^n. Once \Delta \theta(x,t) is obtained, the above quantities can all be calculated.

The search step size \beta^n is determined by minimizing the functional given by equation (9b) with respect to \beta^n. The following expression results:

\[ \beta^n = \frac{q - \Phi Q (\Delta q - \Phi \Delta Q) + \alpha (v - V) \Delta v}{(\Delta Q - \Phi \Delta Q)^2 + \alpha \Delta v^2} \]  

(12)

VI. ADJOINT PROBLEM AND GRADIENT EQUATION
To obtain the adjoint problem, equation (2a) is multiplied by the Lagrange multiplier (or adjoint function) $\lambda(x,t)$ and the resulting expression is integrated over the correspondent space domain. Then the result is added to the right hand side of equation (3) to yield the following expression for the functional $J[r(x,t_s)]$:

$$
J(r,t_s) = (q - \Phi Q)^2 + \alpha (v - V)^2 \\
+ \int_0^{t_f} \int_0^L \lambda(x,t) \left\{ \frac{\partial}{\partial x} \left[ \frac{\partial \theta(x,t)}{\partial x} \right] F_1(x,t_s) + F_2(x,t_s) \frac{\partial \theta(x,t)}{\partial t} - F_3(x,t_s) \lambda(x,t) - F_4(x,t_s) \frac{\partial^2 \theta}{\partial t^2} \right\} dx \, dt
$$

(13)

The variation $\Delta J$ is obtained by perturbing $r$ by $r + \Delta r$, $\theta$ by $\theta + \Delta \theta$, $q$ by $q + \Delta q$, $Q$ by $Q + \Delta Q$ and $v$ by $v + \Delta v$ in equation (13), subtracting the resulting expression from the original equation (13) and neglecting the second-order terms. We thus find

$$
\Delta J = 2(q - \Phi Q) \left( \Delta q - \Phi \Delta Q \right) + \alpha \left[ 2(v - V) \Delta v \right] \\
+ \int_0^{t_f} \int_0^L \left\{ \lambda(x,t) \left( \frac{\partial}{\partial x} \left[ \frac{\partial \Delta \theta}{\partial x} \right] F_5(x,t_s) + \frac{\partial}{\partial x} \left[ \frac{\partial \theta}{\partial x} \right] F_6(x,t_s) \Delta \theta - 2B_{ii} \left[ \frac{\partial \theta}{\partial x} \right] \Delta \theta \right) \right\} dx \, dt
$$

(14)

In equation (14), the integral terms are reformulated based on the integration by parts; the boundary conditions of the sensitivity problem given by equations (8b) and (8c) are utilized and then $\Delta J$ is allowed to go to zero. The vanishing of the integrands containing $\Delta \theta$ leads to the following adjoint problem for determining $\lambda(x,t)$:

$$
\frac{\partial}{\partial x} \left[ \frac{\partial \lambda(x,t_s)}{\partial x} \right] + 4(q - \Phi Q) F_{14}(x,t_s) = 2B_{ii} \lambda F_{15}(x,t_s) + F_{16}(x,t_s) \frac{\partial \lambda}{\partial t} + F_{17} \frac{\partial^2 \lambda}{\partial t^2}
$$

(15a)

$$
\lambda = 0 \; ; \; \text{at} \; x = 0
$$

(15b)

$$
\frac{d\lambda}{dx} + B_i \lambda = 0 \; ; \; \text{at} \; x = 1
$$

(15c)

$$
\lambda = 0 \; ; \; \text{at} \; t = 0
$$

(15d)

$$
\frac{d\lambda}{dt} = 0 \; ; \; \text{at} \; t = 0
$$

(15e)
where \( F_{13}(x,t_s) = r(x,t_s)^2 \), \( F_{14}(x,t_s) = \pi r(x,t_s) \), \( F_{15}(x,t_s) = r(x,t_s) \), \( F_{16}(x,t_s) = -r(x,t_s)^2 - 2Bi_1 r(x,t_s) \) and \( F_{17}(x,t_s) = \pi r(x,t_s) \) for spine fins and \( F_{13}(x,t_s) = r(x,t_s) \), \( F_{14}(x,t_s) = w \), \( F_{15}(x,t_s) = 1 \), \( F_{16}(x,t_s) = -r(x,t_s) \) and \( F_{17}(x,t_s) = \pi r(x,t_s) \) for longitudinal fins.

Finally, the following integral term is left for spine fins

\[
\Delta J = \int_0^t \int_{x=0}^1 \{ 2\pi [2(q - \Phi Q)(0 - \Phi) + 2\alpha r(v - V)] - 2\lambda Bi_1 \theta \} \delta(x - 1)
\]

\[
- 2r \frac{d\theta}{dx} \frac{d\lambda}{dx} - (2r + 2\pi Bi_1) \lambda \frac{\partial \Delta}{\partial t} - 2\tau r \frac{\partial^2 \Delta}{\partial t^2} \}\Delta r dt dx
\]

(16a)

and the following integral term is left for longitudinal fins

\[
\Delta J = \int_0^t \int_{x=0}^1 \{ 2\alpha w(v - V) - \lambda \frac{\partial \Delta}{\partial t} - \lambda r \frac{\partial^2 \Delta}{\partial t^2} + \lambda \frac{d\theta}{dx} \delta(x - 1) - \frac{d\theta}{dx} \frac{d\lambda}{dx} \}\Delta r dt dx
\]

(16b)

Where \( \delta(\bullet) \) is the Dirac delta function. From definition [Alifanov, (1994)], the functional increment can be presented as

\[
\Delta J = \int_{x=0}^1 J' r dx
\]

(16c)

A comparison of equations (16a), (16b) and (16c) leads to the following expression for the gradient \( J'(x) \) of the functional \( J[r(x)] \) for spine and longitudinal fins, respectively:

\[
J'(x) = \int_0^t \{ 2\pi [2(q - \Phi Q)(0 - \Phi) + 2\alpha r(v - V)] - 2\lambda Bi_1 \theta \}
\]

\[
+ 2r \lambda \frac{d\theta}{dx} \delta(x - 1) - 2r \frac{d\theta}{dx} \frac{d\lambda}{dx} - (2r + 2\pi Bi_1) \lambda \frac{\partial \Delta}{\partial t} - 2\tau r \frac{\partial^2 \Delta}{\partial t^2} \}\Delta r dt dx
\]

(17a)

and

\[
J'(x) = \int_0^t \{ 2\alpha w(v - V) - \lambda \frac{\partial \Delta}{\partial t} - \lambda r \frac{\partial^2 \Delta}{\partial t^2} + \lambda \frac{d\theta}{dx} \delta(x - 1) - \frac{d\theta}{dx} \frac{d\lambda}{dx} \}\Delta r dt dx
\]

(17b)

The calculation of gradient equations is the most important part of CGM since it plays a significant role of the inverse calculation.

VII. COMPUTATIONAL PROCEDURE
The computational procedure for the solution of this inverse design problem for non-Fourier fins using CGM may be summarized as follows:

Suppose \( r^n(x,t) \) is available at iteration \( n \).

Step 1. Solve the direct problem given by equation (2) for \( \theta(x,t) \).

Step 2. Examine the stopping criterion \( \varepsilon \). Continue if not satisfied.

Step 3. Solve the adjoint problem given by equation (15) for \( \lambda(x,t) \).

Step 4. Compute the gradient of the functional \( J^n \) from equation (17).

Step 5. Compute the conjugate coefficient \( \gamma^n \) and direction of descent \( P^n \) from equations (7c) and (7b), respectively.

Step 6. Set \( \Delta r(x,t) = P^n(x,t) \), and solve the sensitivity problem given by equation (8) for \( \Delta \theta(x) \). Then \( \Delta q, \Delta Q \) and \( \Delta v \) can be calculated.

Step 7. Compute the search step size \( \beta^n \) from equation (12).

Step 8. Compute the new estimation for \( r^{n+1}(x,t) \) from equation (7a) and return to step 1.

**VIII. RESULTS AND DISCUSSIONS**

The objective of this work is to apply the present inverse design algorithm, i.e. the conjugate gradient method (CGM), in estimating the optimum shapes for the non-Fourier spine and longitudinal fins based on the desired fin efficiency and fin volume at the specified time. No prior information on the functional form of the unknown shapes is given, thus it is also called the function estimation [Beck et al., (1985)].

One should note that the initial guess of the fin shape is always necessary for the present iterative algorithm. To make it more convenient to be applied, we always assume that, for a fixed fin volume, the initial shapes for the spine and longitudinal fin design problems are the pin fin and rectangular fin, respectively.

To illustrate the ability of this inverse design algorithm in estimating the optimum shape for non-Fourier fins from the knowledge of the desired fin efficiency and volume at the specified time, the following two types of problems are considered,
i.e. (I). The non-Fourier spine fin design problems and (II). The non-Fourier longitudinal fin design problems.

(I). The Non-Fourier Spine Fin Design Problems:

First, the optimum shape of non-Fourier spine fins is examined by considering perfect fin efficiency, i.e. $\Phi = 1.0$ and using $\Delta x = 0.05$, $\Delta t = 0.1$, $B_i = 0$, $t_s = 200$, $B_i = 1$, 3 and 5, respectively, for a smaller and a larger relaxation time, say $\tau = 1$ and 100, respectively. The desired fin volume is given in the range from $V = 0.002$ to $V = 0.005$ with an increment of 0.0005. It is impossible to obtain the shape of spine fin having $\Phi = 1.0$ under this consideration, however, the optimum fin shape can still be obtained with best fin efficiency.

When the value of weighting coefficient $\alpha$ is small, the constraint for fin volume is loose which means the estimated fin volume may have discrepancy with the desired one. At the same time, the product of $\beta^n$ and $P^n$ (i.e. the corrected value of fin radius) becomes larger, this also implies that the rate of convergent will be faster. To compromise with both requirements, the value of $\alpha$ is chosen as 10000 at the beginning and is increased gradually during the iterative process.

By performing the above stated inverse design algorithm, the optimum shape of non-Fourier spine fin for various desired fin volumes can be obtained. The value of objection function $J$ can not be decreased to a small number since the desired efficiency $\Phi = 1.0$ can not be satisfied. The stopping criterion under this consideration is used as the follows: if $(J^n - J^{n-1}) < 10^{-10}$, stop the iterative process.

Figures 2a and 2b illustrate the optimum fin efficiency for the estimated spine fin for $\tau = 1$ and 100, respectively. From Figures 2a and 2b we learned that for same desired fin volume, the efficiency of the optimum fin with a smaller relaxation time (higher thermal propagation speed) is always higher than that with a larger relaxation time (lower thermal propagation speed). This is due to the fact that when the relaxation time is larger heat will need more time to travel within the fin, therefore the surface temperature is lower than that for higher relaxation and the fin efficiency becomes lower.
It is also of interest to examine the influence of Biot number $\text{Bi}_1$ on the estimated optimum fin efficiency and fin shape. Figures 2a and 2b also indicate the optimum fin efficiency for various desired fin volumes when $\text{Bi}_1$ is increased from 1 to 3 and then to 5 with $\text{Bi}_2 = 0$. From these Figures we noticed that as $\text{Bi}_1$ increases, the optimum fin efficiency $\eta$ also increases. For a fin with fin shape fixed, when $\text{Bi}_1$ is increased fin surface temperature will be decreased; as a result, the fin efficiency will also be decreased. However, in the present case, the fin shape can be adjusted automatically by the present algorithm to obtain optimum shape that matches best with the constraints. Therefore, it is possible that the fin efficiency increases even when Biot number increases [Huang and Hsiao, (2003)].

Figures 3a and 3b illustrate the optimum fin shapes at $\tau = 100$ and $t_s = 200$ for $\text{Bi}_1 = 1, 3$ and 5, respectively, for fin volume $V = 0.003$ and 0.005, respectively. We have learned from these Figures that as $\text{Bi}_1$ increases, fin base radius $r(0,t_s)$ also increases but the rest of fin radius $r(x,t_s)$ decreases to obtain higher fin surface temperature and thus to obtain higher fin efficiency.

Next the present design algorithm is examined by assigning desired fin efficiency and fin volume at different specified time, then estimate the optimum fin shape corresponding to these situations. The desired fin efficiency is always less than the optimum efficiency, we thus expect that the value of the objection function $J$ can be decreased to a small number, so the stopping criterion under this consideration is taken as $\varepsilon = 10^{-8}$. The estimated optimum fin shapes are presented in Figures 4a and 4b for $t_s = 3$ and 20, respectively. It is found that at the same desired fin efficiency and relaxation time, the base area of fin for smaller $t_s$ is bigger than that for larger $t_s$. This is because that when the specified time is shorter, less heat is entered into the fin than the case of longer specified time due to the characteristic of finite thermal propagation speed. In order to allow more heat enters into the fin to satisfy with the desired fin efficiency, the base area must be increased to allow more heat to enter into the fin.
Figures 5a and 5b show the fin shapes for different relaxation time $\tau = 1$ and 100, respectively, with desired fin efficiency $\Phi = 0.8$ and $t_s = 20$. It is found that under the condition of same fin volume, the base area of fin for larger relaxation time is always bigger than that for smaller relaxation time. It is clear that larger relaxation time represents lower thermal propagation speed. To match with the condition of desired fin efficiency, more heat must enter into the fin. This can only be done by increasing the base area and that is why the base area of fin for a larger relaxation time is always bigger than that for a smaller relaxation time.

Figures 6a and 6b indicate the fin shapes for different specified time $t_s = 3, 8$ and 200, respectively, with desired fin efficiency $\Phi = 0.8$ and $V = 0.005$ for $\tau = 10$ and 100, respectively. It can be seen from Figures 6a and 6b that the base fin area for $\tau = 100$ is always bigger than that for $\tau = 10$ for the reason stated previously. Moreover, it is also found that the optimum non-Fourier fin profile for a smaller relaxation time is easier to approach to the profile of Fourier fin. As the specified time is long enough, the temperature distribution for fin will become steady-state and thus the fin profile is identical to the Fourier fin profile.

Finally it is interesting to examine the fin efficiency with time based on the optimum fin shape with desired fin efficiency $\Phi = 0.6$ obtained at the specified time $t_s = 3$. Figures 7a and 7b show a comparison of the fin efficiency with time at different relaxation time and fin volume. It is clear that for the case $\tau = 1$, the fin reaches steady-state condition at $t_s = 3$ and thus the fin efficiency remains the same with time. However, for $\tau = 10$ and 100, the fin is still in a transient-state at $t_s = 3$ and the fin efficiency varies with time but will reach to a steady-state condition eventually. The fin efficiencies beyond $t_s = 3$ are all better than or equal to the efficiency at $t_s = 3$. This implies that the fin efficiency for the optimum fin is always the same as or better than the efficiency at $t_s = 3$ and therefore the overall fin performance is better than the design value.

(II). The Non-Fourier Longitudinal Fin Design Problems:
The optimum shape of non-Fourier longitudinal fins is first examined by considering perfect fin efficiency, i.e. $\Phi = 1.0$ and using $V = 0.006$, $\Delta x = 0.05$, $\Delta t = 0.1$, $B_i^2 = 0$, $t_s = 3$, $B_i = 1$ and 5 for $\tau = 0.1$, 1 and 10, respectively. The width of fin $w$ is assumed as unity. It is impossible to obtain the optimum shape of non-Fourier longitudinal fin having $\Phi = 1.0$, but the fin shape can still be obtained with best fin efficiency. The value of $\alpha$ is chosen as 10000 at the beginning and is increased gradually during the iterative process as was mentioned previously.

The value of objection function $J$ can not be decreased to a small number for the case $\Phi = 1.0$, therefore the iterative process is stopped when $(J^n - J^{n-1}) < 10^{-7}$. When the above stated inverse design algorithm is performed, the optimum shape of non-Fourier longitudinal fin for various desired fin volumes can be obtained. Figures 8a and 8b indicate the estimated non-Fourier longitudinal fin by varying $\tau$ for $B_i = 1$ and 5, respectively.

From Figures 8a and 8b we learned that the efficiency of the optimum non-Fourier longitudinal fin is very low. This is because that the fin width $w$ is fixed and we can adjust only the fin thickness $r(x)$ to optimize the fin efficiency. However, the fin thickness has much less weight than fin width in calculating the total fin surface. For this reason the optimum fin shape can improve only slightly the fin efficiency.

It is observed that when the relaxation time is larger, the fin base area is also bigger. The reason for this is the same for the spine fin and is stated previously. Moreover, it is also observed that at the same relaxation time, when $B_i$ becomes larger, the fin base area becomes also bigger. This is because that when the Biot number is increased the surface temperatures are decreased and thus the fin efficiency is decreased. In order to keep fin efficiency optimum, the fin base area must be increased to let more heat enters into the fin and to increase the surface temperature of the fin and to result in higher fin efficiency.

Figures 9a and 9b show the fin shapes for different specified time $t_s = 3$, 8 and 200, respectively, with desired fin efficiency $\Phi = 0.1$ and $V = 0.012$ for $\tau = 1$ and 10,
respectively. It can be seen from those Figures that the base fin area for $\tau = 10$ is always bigger than that for $\tau = 1$ for the reason stated before. Moreover, it is also found that the optimum non-Fourier fin profile for $\tau = 1$ approaches to the profile of Fourier fin at $t_s = 3, 8$ and $200$. This implies that when $\tau = 1$, the fin system has become steady-state for $t_s = 3, 8$ and $200$ and the non-Fourier assumption no longer exists and the fin becomes a steady-state Fourier fin. As the relaxation time becomes longer, say $\tau = 10$, the temperature distributions at $t_s = 3$ and $8$ are still in a transient-state, therefore the fin shapes differ from the Fourier fin profile. However fin temperature will become steady-state as $t_s$ increases and thus the fin profile is identical to the Fourier fin profile.

Finally the fin efficiency with time based on the optimum fin shape with desired fin efficiency $\Phi = 0.1$ obtained at $t_s = 3$ is examined for $V = 0.009$ and $0.012$, respectively. The results are shown in Figures 10a and 10b for a comparison of the fin efficiency with time at different relaxation time and fin volume. It is clear that for the case $\tau = 0.1$ and $1$, the fin reaches steady-state condition at $t_s = 3$ and thus the fin efficiency remains the same with time. However, for $\tau = 10$, the fin is still in a transient-state and the fin efficiency varies with time but will finally reach to a steady-state condition. Again, the fin efficiencies beyond $t_s = 3$ are all better than or equal to the efficiency at $t_s = 3$. This means the fin efficiency for the optimum fin is always better than or the same as the efficiency at $t_s = 3$ and therefore the overall fin performance is better than the desired value.

From the above discussions we concluded that the present design algorithm has the ability in designing optimum non-Fourier spine and longitudinal fins under the given constraints and the rate of convergence is also very fast.

VII. CONCLUSIONS

The conjugate gradient method (CGM) was applied successfully for the solution of the inverse design problem in estimating the optimum shape of the non-Fourier
spine and longitudinal fins. Several test cases involving different design considerations were examined.

It is noticed that when the Biot number varies, the optimum fin efficiency and optimum fin shape will be changed. The results also show that the fin efficiency can be improved greatly for the spine fins by the present design algorithm but can be increased only a little for the longitudinal fins. Moreover, the relaxation time plays an important role in the present optimum fin shape design problem. When it is small enough, the fin reaches to Fourier fin easily. When it becomes larger, the characteristic of the non-Fourier fin is dominated and the designed fin shape is different from the Fourier fin.
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Figure 1 The (a) spine fin and (b) longitudinal fin.
Figure 2 The optimum fin efficiency for spine fin at $t_s = 200$ by varying $Bi_1$ for (a) $\tau = 1$ and (b) $\tau = 100$
Figure 3 The optimum spine fin shapes at $t_s = 200$, $\tau = 100$ and (a) $V = 0.003$ and (b) $V = 0.005$
Figure 4 The optimum spine fin shapes at $\tau = 10$ by varying desired fin efficiency and (a) $t_s = 3$ and (b) $t_s = 20$
Figure 5 The optimum spine fin shapes at $\Phi = 0.8$ and $t_s = 20$ by varying desired fin volume and (a) $\tau = 1$ and (b) $\tau = 100$
Figure 6 The optimum spine fin shapes at $\Phi = 0.6$ and $V = 0.005$ by varying $t_s$ and (a) $\tau = 10$ and (b) $\tau = 100$.
Figure 7 The optimum spine fin efficiency with time at $t_s = 3$ by varying relaxation time $\tau$ and (a) $V = 0.003$ and (b) $V = 0.005$.
Figure 8 The optimum longitudinal fin shapes at $t_s = 3$ and $V = 0.006$ by varying relaxation time $\tau$ and (a) $Bi_1 = 1$ and (b) $Bi_1 = 5$. 
Figure 9 The optimum longitudinal fin shapes at $\Phi = 0.1$ and $V=0.012$ by varying $t_s$ and (a) $\tau = 1$ and (b) $\tau = 10$
Figure 10 The optimum longitudinal fin efficiency with time at $t_s = 3$ by varying relaxation time $\tau$ and (a) $V = 0.009$ and (b) $V = 0.012$